MA/CSC 580, Homework #7
Suggested

1. Given a linear system of equations Az = b, where A is an n by n symmetric positive definite matrix.

Show that we can find a matrix B which is also an SPD matrix such that B2 = A. Thus we can
denote B = AY/2.

Show that x* that minimizes ¢z = %xTAx — bz is the solution z* = A~'b and vice-versa.
Show that 2T Az is a vector norm, denoted as ||z 41/2.

Show that \/Amin(A4) l|lz]l2 < |2]| 4172 < v/ Amaz(4) [|2]|2-

Given an initial guess xg and r(zg) # 0. Let pgp = r¢. Consider the conjugate method. For

k=0,1,--- until converge
Tht1l = Tk + Pk, thus  rpi1 = ry — apApyg,
DPht1 = Thtl + BryiD

Define e, = A7'b — 2. Find a4 to minimize min ||eg41|| 41/2.
ak

Find Bi41 such that p{,, Apy = 0.
Show that xp4+1 — 2o, pk, 7k, are all in the Krylov space K (ro).

Show that {AY?p;, j = 0,1,--- ,k — 1|| form an orthogonal basis in Kj(r) in 2-norm, i.e.
regular Euclidian norm.

Show that |lex|| 4172 < minyep, poy=1lP(A)|l2 [|eo]| 41/2. Where Py is a set of all polynomials of
with degree < k.

Show that the CG method convergences in at most min{p.,,(A),n} steps, where p,in(A) is
the degree of the minimal of polynomial of A.

p;=0,j=1,2,---k—1.



