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Errors in I. THE SOURCES OF ERROR IN A COMPUTATION.  Exact-round arithmetic
scientific ———> 1.1 The sources of errors. (now IEEE standard)
: A Approximations implied by the mathematical model.
Compu“ng ‘B Errors in observational data.
C Finitistic approximation to transcendental and implicit mathematical functions.
Mathematical or D Errors of computing instruments in carrying out elementary operations:
forward stability A “Noise.” Round off errors. “Analogy” and digital computing. The pseudo-operations.
1.2 Discussion and interpretation of the errors A4 — D. Stability.
. __y 1.3 Analysis of stability. The results of Courant, Friedrichs, and Lewy.
CFL cop@hon 1.4 Analysis of “noise” and round off errors and their relation to high speed computing.
for Stablllty of 1.5 The purpose of this paper. Reasons for the selection of its problem.
discretized 1.6 Factors which influence the errors A — D. Selection of the elimination method.
equ ations 1.7 Comparison between “analogy” and digital computing methods.

II. ROUND OFF ERRORS AND ORDINARY ALGEBRAICAL PROCESSES.
2.1 Digital numbers, pseudo-operations. Conventions regarding their nature, size, and use.
2.2 Ordinary real numbers, true operations. Precision of data. Conventions regarding these.
Double precision 2.3 Estimates concerning the round off errors:

arithmetic Strict and prf)l?abilistic, si'mple pre'cision.
Double precision expressions for [inner products].

2.4 The approximate rules of algebra for pseudo-operations. Classes of
2.5 Scaling by iterated halving. triangular
Matrix norms 1II. ELEMENTARY MATRIX RELATIONS. matrices
. 3.1 The elementary vector and matrix operations.
and matrix > 3.2 Properties of |A|,, [, and |A[[z. [modern notation] Gaussian
lower bound 3.3 Symmetry and definiteness. . .
3.4 Diagonality and semi-diagonality. elimination
3.5 Pseudo-operations for matrices and vectors. The relevant estimates. interpreted
IV. THE ELIMINATION METHOD. as triangular
LDU factoring 4.1 Statement of the conventional elimination method. / factoring
4.2 Positioning for size in the intermediate matrices.
Uniqueness 4.3 Statement of the elimination method in terms of factoring A into semidiagonal factors C, B'.
of triangular 44 Replacement of C,B"by C, B, D.

4.5 Reconsideration of the decomposition theorem. The uniqueness theorem.

V. SPECIALIZATION TO DEFINITE MATRICES.
Error analysis 5.1 Reason for limiting the discussion to definite matrices A.
is possible for 52 IF\’Iropernes, of'our alg(?r}thr'rl (that is, of the elimination method) for a symmetric matrix A.
i eed to consider positioning for size as well.
SPD matrices 5.3 Properties of our algorithm for a definite matrix A.
54 Detailed matrix bound estimates based on the results of the preceding section.

Properties
of SPD VI. THE PSEUDO-OPERATIONAL PROCEDURE.
. 6.1 Choice of the appropriate pseudo-procedures, by which the true elimination will be imitated.
matrices for 6.2 Properties of the pseudo-algorithm.
triangular factoring 6.3 The approximate decomposition of A, based on the pseudo-algorithm.
6.4 The inverting of B and the necessary scale factors.

factors

Error of normal 6.5 Estimates connected with the inverse of B. Error analysis
. 6.6 Continuation. i
equations bounded Continuation of Gaussian
. 6.7 Continuation. elimination
by condition 6.8 Continuation. The estimates connected with the inverse of A. .
number squared 6.9 The general A;. Various estimates. (triangular

—— 610 Continuation. factoring)
6.11

Continuation. The estimates connected with the inverse of A,.

Effects of  VII. EVALUATION OF THE RESULTS.

rounding error 7.1 Need for concluding analysis and evaluation.
interpreted with 7.2 Restatement of the conditions affecting A and A;. Error of matrix
data perturbations 7.3 Scaling of Aand A;. inversion bounded

4 Approximate inverse, approximate singularity.

(baCkward errors)\, 7.5 Approximate definiteness. by condition number

7.6 Restatement of the computational prescriptions.

S_tatl_StIC_al Digital character of all numbers that have to be formed. Accuracy criterion
distribution of \ 7.7 Number of arithmetical operations involved. . Yy
condition number ™ 7.8 Numerical estimations of precision. <« interms of data errors

Fig. 2.8 Firsts in the first modern paper on numerical analysis, by location in its own table of
contents.
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